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Problem statement
We want want to find multiple, high-quality local
minima for the problem

minimize
x∈Rn

f(x)

subject to: x ∈ D = {x : −∞ < l ≤ x ≤ u <∞}

when the function f is expensive to evaluate and
w concurrent evaluations of f are possible.

BAMLM
while TRUE do

Receive f(xk−1,`)-values from each w` ∈ W
and updateHk.

UseHk to find the next point on any local
optimization run, or mark runs as completed.

Possibly update Ak, and X ∗k .
Compute rk−1 using (1).
for w` ∈ W do

xk,` = PointGen(w`,Hk,Ak, rk−1).
Give xk,` to worker w` to evaluate.

Increment k.

Alg: PointGen
if w` ∈ WS then

Draw xk,` uniformly from D.
else

if w` has an local optimization run then
xk,` is the next point in that run.

else
Identify the best point x̂ ∈ Hk satisfying a
set of conditions.

if No such x̂ ∈ Hk exists then
Draw xk,` uniformly from D.

else
xk,` is the first point in run started at x̂.

Example
Iteration: 4; r_k: 0.574 Iteration: 5; r_k: 0.548 Iteration: 27; r_k: 0.398 Iteration: 40; r_k: 0.353

Details
• “High quality” can refer to local minimizers with

small function values.

• “High quality” can also refer to nonquantifiable
metrics, for example, the aesthetics of some
architectural design.

• Concurrent evaluations of f are possible when
giving f additional resources does not decrease
its evaluation time.

• We develop a Batch Algorithm for finding
Multiple Local Minima (BAMLM), a multistart
method that evaluates w-point batches.

• The algorithm has strong theoretical properties
and performs well in practice.

Approximating global minimum
f(x)− fG ≤ (1− 10−5) (f(x0)− fG)

1 2 4 8 16 32 64 128 256 512
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

α

d
(α
)

 

 

BAMLM 4 workers
Random Sampling
pVTdirect 4 workers
Direct (serial)
GLODS (serial)
Direct (idealized)

Algorithm summary

• Uses all previously evaluated points to decide
where to start a new local optimization run.

• Depends on the critical distance
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π
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Finding multiple minima

Within n

√
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2 +1)

πn/2 of 3 best minima
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Within n

√
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2 +1)

πn/2 of 7 best minima
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Theorem
• f ∈ C2,
• there is a distance εx∗ > 0 between local minima,
• local minima are in int (D),
• the local optimization method is strictly descent,
• rk is defined by (1) with σ > 4.

Our method almost surely starts a finite number
of local runs and finds every local minimum.


